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ABSTRACT

Cloud computing is one of the most pre-dominaartadigm in recent trends for computing and stogagposes
on data-intensive applications without infrastruetinvestment. It introduces an optimized apprdagfards management
flexibility and economic savings for distributed pdipations. As an advantage in the computing waidl storage
resources offered by cloud service providers, @R dwners must place their valuable informatido the public cloud
servers which are not within their trusted domaiAtong the processing of such applications, a lavglume of
intermediate data sets that get generated aredstorthat it need not be recomputed. Privacy-pvasgidatabase in cloud
would allow a database owner to outsource its grietydatabase to a cloud server. Due to this, sktarity and privacy
of data is one of the major concerns in the cloohguting world. Encryption of data sets of all tentent in cloud is
widely adopted in existing approaches to address dhallenge. But encrypting all intermediate dsg¢ds are neither
efficient nor cost-effective because it is verydironsuming and costly for data-intensive applcetito en/decrypt data
sets frequently while performing any operation bemi. Even evaluated results demonstrate that ikkacyrpreserving
cost of intermediate data sets is significantlyhhig existing ones where all data sets are enatyptee proposed method
has an optimized solution of restricting the dadadad on the request from the users. So that, pireglitie data cannot be

done at any case, this provides a highest levetcdirity to the system.
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INTRODUCTION

Privacy is an increasingly important aspect of gathlishing. Sensitive data, such as medical recorgublic
databases, are recognized as a valuable souredoofation for the allocation of public funds, meali research and
statistical trend analysis. However, if personalaie information is leaked from the database sé@ice will be regarded
as unacceptable by the original owners of the ddtare are two approaches to avoiding leaks oBpeiinformation from
public databases: generalization methods and pation methods. Generalization methods modify thegiral data to
avoid identification of the records. These methgdserate a common value for some records and eejdentifying
information in the records with the common valuewéver, detailed information is lost during thi®gpess. On the other
hand, perturbation methods add noise to data. Wisiturbed data usually retains detailed infornmgtibalso normally

includes fake data.

An important issue is how to evaluate these methwilk regard to privacy leakage. In particular, whe
performing such an evaluation, it is difficult toodel the background knowledge of an adversary dryinobtain private
information from a database. Even if some fieldsexfords in a database have been anonymized in smneer, an

adversary may still be able to identify a recortbtiyh background knowledge. For example, even B Zbdes are
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generalized to include just the highest level gfioral information in a medical database, this retiy be enough to
identify a record if there is only one case of atipalar disease in that region and an adversapwknthat a particular
target has had that disease and lives in that me@mce the generalization and perturbation methiakle such different
approaches, it is very difficult to compare therheTproposed methodology is based on the notioriffefrential privacy

but is applicable to k-anonymized data sets. Theatibe is to put forward the inference controhstgy to avoid privacy
leakage thereby performing double encryption indatasets based on the severity. Further inveitigaf privacy aware

efficient scheduling of intermediate data setsl@ud is considered to preserve the dataset inafadgnamic change.
PRELIMINARIES

Cloud computing provides massive computation poesed storage capacity which enable users to deploy
computation and data-intensive applications withofrastructure investment. Along the processinguath applications, a
large volume of intermediate data sets will be geteel, and often stored to save the cost of re atingpthem. Preserving
the privacy of intermediate data sets becomes Beolging problem because adversaries may recowveaqy-sensitive
information by analyzing multiple intermediate datats. The proposed methodology has a novel usahilatrix on
dynamic datasets for cloud storage solution framkwmidentify which intermediate data sets neebeéa@ncrypted so that
privacy-preserving cost can be saved while thegagiwvequirements of data holders can still be feadisThe scope of the

project is the option of privacy preserving in thiermediate datasets of cloud to reduce the aitdkityscost of data.
Inference Control

An Inference Attack is a data mining technique @erfed by analyzing data in order to illegitimatggin
knowledge about a subject or database. A subjgetisitive information can be considered as leakad adversary can
infer its real value with a high confidence. Thisan example of breached information security. @ference attack occurs
when a user is able to infer from trivial infornmatimore robust information about a database witdoattly accessing it.
The object of Inference attacks is to piece togeith®rmation at one security level to determinéaet that should be

protected at a higher security level.

Inference control (disclosure control) aim at petiteg data from indirect detection. It ensures dserof
non-sensitive data when put together do not reseasitive information. The goal of inference cohtsoto prevent the

user from completing any inference channel.
RELATED WORKS

An enhanced scientific public cloud model (ESPY} #macourages small or medium scale research omfions
rent elastic resources from a public cloud providam a basis of the ESP model we design and implethe Dawning
Cloud system that can consolidate heterogeneowentsi workloads on a Cloud site. An innovative wdation
methodology and perform a comprehensive evaluatiwe found that for two typical workloads. Two tygic
workloads: high throughput computing (HTC) and mdagk computing (MTC), Dawning Cloud saves the ues®
consumption maximally by 44.5% (HTC) and 72.6% (MTfor service providers, and saves the total resour
consumption maximally by 47.3% for a resource pieviwith respect to the previous two public Clowdusons.

To this end, we conclude that for typical workloads

HTC and MTC, Dawning Cloud can enable scientifienoaunities to benefit from the economies of scale of
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public Clouds. A prominent shortcoming of the detkel system model: for peak loads, a dedicatedeclagstem cannot

provide enough resources, while lots of resourcesdde for light loads.

A cloud computing model for enabling convenient;damand network access to a shared pool of cowfider
computing resources (e.g., networks, servers, ggorapplications, and services) that can be rapdbvisioned and
released with minimal management effort or seryioevider interaction. This cloud model promotesikadity and is
composed of five essential characteristics, threlevely models, and four deployment models. Themdecks of this
approach is that consumers might not completelst tnleasurements provided solely by a service peoyighich might
require agreed-upon third-party mediators to meathe SLA'’s critical service parameters and repmfations Also that
in clouds, service providers usually do not knowirthusers in advance, so it is difficult to assigers directly to roles in

access control policies.

The k-anonymization as an important privacy prabectmechanism in data publishing. While there hasnba
great deal of work in recent years, almost all @ered a single static release. Such mechanisnyspoatect the data up
to the rst release or rst recipient. In practiggiliations, data is published continuously as deta arrive; the same data
may be anonymized differently for a different puspmr a different recipient. In such scenariosnevken all releases are
properly k-anonymized, the anonymity of an indivatimmay be unintentionally compromised if recipienbss-examines
all the releases received or colludes with otheipients. Preventing such attacks, called corredpoce attacks, faces
major challenges. In this paper, we systematicaltgracterize the correspondence attacks and promosefficient

anonymization algorithm to thwart the attacks i@ thodel of continuous data publishing.

This paper provides a systematic way to charadetie correspondence attacks and propose an efficie
anonymization algorithm to thwart the attacks ie thodel of continuous data publishing. All the ploiesattacks like
F-attack, C-attack and B-attack is discussed i plaiper. The drawbacks of this approach is data fréguent changes
like frequent updates / inserts were not considarekis paper and it adds a major drawback inphiser. Due to dynamic

environment, the frequent data release makes thjeqt void.

An emerging problem of continuous privacy presegviublishing of data streams which cannot be sobyedny
straightforward extensions of the existing privamgserving publishing methods on static data. Til¢éathe problem,
we develop a novel approach which considers bahdtbtribution of the data entries to be published the statistical

distribution of the data stream.

An extensive performance study using both real dats and synthetic data sets verifies the effecdss and the
efficiency. Distribution of the data entries to fmgblished and the statistical distribution of tletadstream is the core idea
of this project and it's not handled ever beforé¢his perception. A concrete model and an anonytioizauality measure,

and developed a group of randomized methods.
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Figure 1. System Architecture for Partial Encryption

The over-provisioning for a service whose popwadibes not meet their predictions, thus wastingtlgos
resources, or under-provisioning for one that bezomwildly popular, thus missing potential customarsl revenue.
Moreover, companies with large batch-oriented tasits get results as quickly as their programs catessince using
1000 servers for one hour costs no more than wsiagserver for 1000 hours. This elasticity of reses, without paying a
premium for large scale, is unprecedented in tlstohy of IT. To reduce that confusion by clarifyitgrms, providing
simple figures to quantify comparisons betweenlofid and conventional computing, and identifying tbp technical
and non-technical obstacles and opportunitiesaicticomputing. The drawbacks of this approach agessased pricing
is not renting. Renting a resource involves payngegotiated cost to have the resource over seneegéeriod, whether or

not you use the resource.
PARTIAL ENCRYPTION

We study the strategies for efficiently achievirgfad staging and data storage for privacy concera spt of
vantage to reduce the computational cost of enicnyir decryption of data sets in a cloud systeth &@iminimum outlay.
Surplus data used for improvising the efficientilmal solutions is based on the dynamic upper bqumchcy which is
polynomial bounded by the number of service requast the number of distinct data items in cloudisTs partial as
most of the existing staging or privacy upper bouadyets towards a class of services that accedspeotess the
decrypted data and thereby inherit the severitgath when access time sequence is more. Alterhgti@econstraint
optimization problem can be defined as a regulastraint to find a solution to the problem whosstcevaluated as the
sum of the cost functions, is minimized. Third ptwho have privilege over intermediate datasetseeated in order to
reduce the frequent access of data from cloud ttirétat increases the cost. Hence the procedusnofymization and

homomorphic type of encryption are done in theesystin turn, avoids the possibility of inferencachel analysis.
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The major problem of the system is the relatiomien a particular sensitive data with the othea d&ibuld be

identified properly and it should be anonymizededrrent access pattern on the data may get chamgieakiy manner.

The important and critical intermediate datase#s tieeds to be encrypted for security purposeseherducing
encryption/decryption cost and thus maintainingadativacy. One way for evaluating this upper bodod a partial
solution in our existing paradigm is to considecheaonstraint separately and mining the data iremtd restrict access
when the user claims to find the original inforroati For each constraint, the maximal possible vébueany of these
values is an upper bound may recover privacy-seagiartial column level encryption. Hence a coluwise encryption
in the unencrypted data’s of intermediate datasgtsoposed. Additional a feature of encryptingtioa basis of reference
attribute between the data tables are achieveddace the cost complexity when accessing the dataautomatic
scheduling strategy is involved to maintain a legart of the frequent and infrequent usage of inésliate dataset under
time conditions. As a result, the algorithm regsiien upper bound on the cost that can be obtanoed éxtending a

partial solution, and this upper bound should aificantly reduced with our approach over existimgs.

The advantages of the proposed system are thaimatito scheduling process may enable the system
synchronized as it is with the current situation dinding all possible data and encrypt based enréiationships will

provide more value and wait age to the entire syste
RESULTS AND DISCUSSIONS

Information is captured to find out the datasete Tdatasets have a collection of related informatiamith
separate elements that can be used as an uniheFam end user application is created in ordeact®ss the datasets
accordingly. The term end user distinguishes ther f which the information is transferred fronhet users, who are
transferring the information needed for the endr.uSbe input data are listed in a table. These dathis table can be
linked and referred to data in another table. A tequired data can be obtained from these tablesse tables are the
main basis of the datasets. Further, these dat@®efgone to many degrading scenarios. The maimasio in this factor is
the high severity. High severity data are pronééocritical and has to be counterfeited immediatelynake sure the
transfer process is done without any deterioradictiyity. Datasets have to made free of those biglerity data initially

before carrying on the process.

Datasets are analyzed to find the data that hdsd@gerity. Data are prone to have high severity tduthe fact
that they are fed up to the table by random u§grese random users has high probability to inveivauthorized users.
When these data are added in to the table, predmniyrit will start to deteriorate the entire optgya. The data are mainly
added to the table through the cloud. People whe firect access to that cloud can add any data the datasets.
There might be users who are connected to the ddotidvon't have authorization to the particularadset. When those
users add up data to the table it will lead to hégiverity. Accessing high severity data will leadadverse effects.
These high severity data will not have any paréicdetails about the sender of the data and theatipe that it has to
perform. It will be injected in to the dataset nigito override the regular operation. This highesity data can be found

anywhere in the dataset and can be injected irdataset at any time.

They have to be analyzed periodically to emphaaizauracy. In this proposed method the high seveidty
accessed by the requestor from the data ownerghraloud are analyzed. The data accessed throw@ftltlud are

subjected to a particular pattern. These pattethbeifamiliar with the people who are linked taethespective dataset.
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All the data that are being added up to a particdéaset will have the same pattern. So a smalhgh in pattern and
leave a hint that something abnormal has happededhese patterns are analyzed periodically torenstrieval of the
correct data and to find the data that has higleritgv There are high chance of a leakage of tathlesto high severity.

The high severity data can be passed on to othksst# they are linked or referred.

Data present in table are profound to have linkh wther data in another table. Certain dataseparee to be
complex and would require branching of data to malsgmple. So eventually, almost most of the data dataset will
have links with the other table. These links atati@nally shared. So if a data has high severnitgne table and if it has
relational link with another table's data then #'ghigh chance leakage of severity to the anathaffected table's data.
In this method, the data in a particular table aralyzed and the links that are referred by thiets data are identified.
The identified links are further analyzed to chéakkage of severity to the other table data. Inlamvay all the referred

links are identified and analyzed to ensure thahal data having high severity are encapsulated.

The data that are used often and those that arenoarwill make an ease of operation to increasesewerity.
Predictive data will lead to high severity. The ad@iresent in a dataset should be totally not utalsiable by the
unauthorized user who access this dataset thrdwglkloud. Making the data to be less predictablearaphasize hard
chance for high severity. Complex data will be herddentify and invoke. This can be ensured byirsgldinpredictable
datasets. Unpredictable datasets will usually ¢orgaonymous data. The unpredictable datasets ti@eethat are more
complex and with no particular details. This anooys data in datasets will ensure that the realriié®an behind all
those data is not disclosed. If the real operatibe done is not disclosed then high severity data be controlled.

Identifying this unpredictable datasets is a tegliptocess and it is prone to ensure high security.

Datasets prone to leakage are identified usingréspective scenarios. Datasets with leakage waltl &0
deterioration of the entire dataset along with tfieer datasets that are linked to it. Apart fromkbge there's another

factor as high severity. Both this leakage and lsiglerity has to be encrypted to improve the sicuri

This encryption criteria will prevent the high setiedata from getting spread to the other tabke tire linked.
For the case of high encryption process more sbghied double encryption is proposed. Double ety algorithm
works by encrypting the leaking and high severayadet in two distinct encrypting methods. In oftdenbtain the dataset,
both the encryption has to be decrypted. Datararesterred through cloud and so it is prone to heamic changes.
Analyzing during the dynamic changes will requirermnsophisticated procedures. Dynamic changes tioave analyzed
frequently to keep the data in exact order. Onreoyt frequent analysis will cause more lag in phecess so a particular
time interval has to be proposed. Time stamps eansed to counterfeit. A particular interval wil belected and it will
be recorded periodically in the form of time staynamic changes can be analyzed during each timgsand it can be

checked against its severity.
CONCLUSIONS AND FUTURE WORK

The proposed method identifies which part of intediate data sets needs to be encrypted while sheloes not,
in order to save the privacy preserving. The pnoblef saving privacy-preserving cost as a constrhioptimization
problem is addressed by decomposing the privadsatgaconstraints. Also investigate privacy awafigieht scheduling
of intermediate data sets in cloud by taking priwpreserving as a metric together with other metsiach as storage and

computation cost.
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In future, privacy and cost optimization of datasétat are accessible through cloud by considariagy other

factors such time span of usage, availability ofees and so on can be executed effectively.
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